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ABSTRACT

Error correction codes are used for long yearsrtdept memories from the soft errors. For a sirgteerror
correction, the SEC single bit error correctionediiat correct one bit error per word are used.bBhit error detection
code are used to detect the double bit errorshéniricreasing of the technology the single bit ecarrection codes are
used in the various places such as it is useddtegrthe registers. Suppose if we use the erngecting code means it
affects the area delay added by the circuit. Ire asthe memory these are more important suchthigste extra bits are
getting added to the each code word. For that ¢élwdynproposed codes are targeting to reduce théauof bits added by
the code. In this paper a method to constructdihedelay single error correction code is proposedrder to increase the
reliability of the circuit the Triple Modular reddancy is used. If the output of the decoder isnigkeee times at the input
of the triple modular redundancy if any stuck atifaccurs on the data bits means it can be abd&¢ocome the error and
it will produce the correct output. If there is arror occur during one of the Triple modular redumely method means

also it can be able to recover the output correctly
KEYWORDS: Error Correction Code (ECC), Single Error Correct@odes (SEC), Soft Errors

INTRODUCTION

Software Error Correction Code

When digital data is stored in non volatile mematys crucial to have a mechanism that can detadtcorrect a
certain number of errors. Error correction code ¢E€ncodes data in such a way that a decoder eatifidand correct
errors in the data. Typically, data strings areodled by adding a number of redundant bits to tWiren the original data
is reconstructed, a decoder examines the encodeshigeto check for any errors. There are two lgsés of ECC codes
Block codes and convolutional. The block codesraferred to as “n” and “k” codes. A block of k ddis is encoded to
become a block of n bits called a code word. Irckloodes, code words do not have any dependengyeviously
encoded messages. NAND Flash memory devices tipies¢ block codes. The other type of code is Chrtiam codes.
These codes produce code words that depend ontbetllata message and a given number of previousipded
messages. The encoder changes state with everpgeepsocessed. Typically, the length of the codedvi® constant.

Block codes are referred to as n and k codes.

A block of k data bits is encoded to become a blofck bits called a code word. A block code taketata bits
and computes (n - k) parity bits from the code gatoe matrix. The block code family can be dividedlinear and
non-linear codes. Either type can be systematicstNdtock codes are systematic in that the datareitsin unchanged,

with the parity bits attached either to the frontt@ the back of the data sequence. Linear Coddimédar block codes,
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every linear combination of valid code words (sasha binary sum) produces another valid code wordll linear codes,
the code words are longer than the data words oohwihey are based. Micron NAND Flash memory devicse

cyclic and Hamming linear codes
Error Detection Capability

For a code where dmin is the Hamming distance btveede words, the maximum number of error bits¢ha

be detected is t = (dmin — 1). This means that & 2-bit errors can be detected for a code wtheria = 3 3.5
Error Correction Capability

For a code where dmin is the Hamming distance lEtwede words, the maximum number of error bits¢ha
be corrected is t = (dmin — 1) = 2. This means fhkatt errors can be corrected for a code wherendmB. In coding
theory, block codes comprise the large and impofamily of error-correcting codes that encode dathlocks. There is a
vast number of examples for block codes, many athvihave a wide range of practical applicationsockl Codes are
conceptually useful because they allow coding tisermathematicians, and computer scientistsudysthe limitations
of all block codes in a unified way. Such limitatgoften take the form of bounds that relate diiféparameters of the
block code to each other, such as its rate an@bthty to detect and correct errors. Examples lofck codes are
Reed-Solomon codes, Hamming codes, Hadamard c@dgmnder codes, Golay codes, and Reed—Muller codes.

These examples also belong to the class of linedes; and hence they are called linear block codes.
Error Detection Schemes

Error detection is most commonly realized using wtable hash function (or checksum algorithm).
A hash function adds a fixed-length tag to a messaghich enables receivers to verify the deliveredssage by
recomputing the tag and comparing it with the oreevigled. There exists a vast variety of differeasin function designs.
However, some are of particularly widespread usabse of either their simplicity or their suitatyilfor detecting certain

kinds of errors (e.g., the cyclic redundancy chepkrformance in detecting burst errors).

Randome-error-correcting codes based on minimunaunicg coding can provide a suitable alternative ashh
functions when a strict guarantee on the minimummbver of errors to be detected is desired. Repetaaxdes, described
below, are special cases of error-correcting caalésough rather inefficient, they find applicatiofer both error

correction and detection due to their simplicity.

SINGLE ERROR CORRECTION CODES

Existing Hamming Code Generation

Hamming code is a technique for detecting and cting single bit errors in transmitted data. Thishnique
requires that three parity bits (or check bitstdamsmitted with every four data bits. The algaritis called a (7, 4) code,

because it requires seven bits to encoded fouobidata.
Background Concepts

In order to understand my implementation of Hammioges, it helps to be comfortable with the coneeit

matrix multiplication, modulo 2 arithmetic, and fgr
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Modulo 2 Arithmetic

Modulo 2 arithmetic should be an easy concept todlea Modulo 2 arithmetic is done in base 2 (bipary
so the only numerals are 0 and 1. Since everytisimyodulo, there is no carrying either. Additiordanultiplication are
the only operators modulo 2 operators that we yaadle about. For maximum browser compatibilityisltrepresented

these operations with an ordinary plus (+) and ipligation symbol (x).

Modulo 2 addition works as follows:

0+0=0
0+1=1
1+0=1
1+1=0
A+B=B+A

A+B+C=(A+B)+C=A+(B+C)
Modulo 2 multiplication works as follows:
0x0=0;0x1=0;1x0=0;1x1=1
AxB=BxA
AxBxC=(AxB)xC=Ax(BxC)

The modulo 2 addition functions just like a logiéatclusive OR (XOR) and modulo 2 multiplication fions

just like a logical AND.
Parity

In computer science terms, parity comes in twoetes even and odd. A string of bits (1's and 8&g even
parity if it contains an even number of 1's (thedwlo 2 sum of the bits is 0), otherwise it has oularity
(the modulo 2 sum of the bits is 1). Many erroredébn schemes utilize parity bits. A parity bitis extra bit that forces a
binary string to have a specific parity. The pabtyfor an even parity block may be computed bgsiing all the bits
modulo 2. The parity bit for an odd parity block ynbe computed by summing all the bits modulo 2 adding 1.
In the hamming encoding the generator matrix isstrocted by using the combination of the identitgtmix and the and
the parity check matrix. In the generator matrie ttumber of one is equal to the no of the exorggased in the encoder
section. The parity check matrix is constructeddiing the transpose of it. The data bits are mgtthultiplied with the
generator Matrix we get the code word. The codedvidigetting multiplied with the parity check matif we are getting
the zero vector means it is not having error. Sappbwe are having the error means it is compaiigithe every column
of the parity check matrix the bit correspondinghe column is getting changed by using the NO®.gahe number of

operations used here are more when compared vathridposed method.
CONSTRUCTION OF LOW DELAY SINGLE ERROR CORRECTION C ODE

The proposed code tries to minimize the no of arsesl in the parity check matrix. This is done bgading the
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no only two combination of ones in the parity chec#trix. Thus this reduces the number of operatamsthe error can
be easily detect it them the construction of thershiown in the simple structure as follows. Therggshows the reduced

structure of the hamming code.

dy de ds ds dz ds dy ds ds ds dy dz da dr
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Figure 1: Structure of the Proposed Decoder

Thus the number of gates are reduced then to iserth@ reliability of the circuit. The soft erraranrs on anyone
of the data received bit is recovered. If the ouipiuthe decoder is taken three times at the imgube triple modular
redundancy if any stuck at fault occurs on the @étsameans it can be able to overcome the errdritanill produce the
correct output. If there is an error occur durimg @f the Triple modular redundancy method measis idlcan be able to

recover the output correctly.
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Figure 2: Triple Modular Redundancy

The Triple modular redundancy is an added advarttageit increase the reliability of the circuithd output of
the decoder is taken into the three stages if wieida any stuck at fault at the following output thginal data is
recovered at the output section. The number ofsgateich are used here gets reduced Thus this imddkie lot of
advantage over the other methods, Thus this mepleofdrmance is much accurate than any of the athwegle error

correcting code methods.
EVALUATION

The proposed method is compared with that of thstiag method the number of gates are more reduced.
Then the reliability of them is also increasedrif/arror occurred during the soft error means reovered. Thus this is
having the lot of advantage over the other methdtss this method performance is much accurate angrof the other
single error correcting code methods This signifitbaimproves the chip areas but the size of therafion is getting
reduced. Thus the process is performed on the Midelnd the output is given as follows If theraserror occurred

during one of the Triple modular redundancy methmns also it can be able to recover the outpuecity.
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output(1

Figure 4: Output Waveform of the TMR Low Delay Single Error Correction Code
CONCLUSIONS

Thus in this paper a method to construct the lovaydsingle error correction code w less operation is
constructedurther to improve the reliability of the circuibe triple modular redundancy is construc In this paper a
single bit error detection and the correction is@lthis can be further extended to provide the obl error detectiol
Thus this method sufficiently redes the delay and the operation size of hus this i§ the advantage ofe proposed
method which is calleds the triple modular redundancy low delay singl®iEcorrection cod Thus this is the advantage
of it If there is an error occur durirane of the Triple modular redundancy method medstsifican be able to recover t

output correctly
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